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Abstract 

Standard accuracy-based approaches to imprecise credences have the 
consequence that it is rational to move between precise and imprecise credences 
arbitrarily, without gaining any new evidence. Building on the Educated Guessing 
Framework of Horowitz (2019), we develop an alternative accuracy-based 
approach to imprecise credences that does not have this shortcoming. We argue 
that it is always irrational to move from a precise state to an imprecise state 
arbitrarily, however it can be rational to move from an imprecise state to a precise 
state arbitrarily. 

 

1. Introduction 

Suppose you have no idea ZheWheU P.  YoX¶Ue compleWel\ clXeleVV.  Can \oX UaWionall\ moYe 
from a state of uncertainty about P Wo a VWaWe in Zhich \oX¶Ue opinionaWed aboXW P, without a 
change in your evidence?  What about the reverse?  Suppose you start out with a pretty firm 
opinion about P.  Can you rationally move from your opinionated state to a state of uncertainty 
just for kicks?  Man\ people haYe Whe inWXiWion WhaW iW¶V always (epistemically) irrational to revise 
one¶V beliefV ZiWhoXW a change in one¶V eYidence.  BXW Zh\ ZoXld WhiV be?  Plausibly, iW¶V fine foU 
our preferences to shift for arbitrary reasons. Why not our belief states? 

There are many ways to address the question of what would make aUbiWUaU\ VhifWV in one¶V 
opinions irrational, and which answers will be satisfying will depend on what general 
epistemological framework one is working within.  HeUe Ze¶ll be Whinking aboXW the question 
from an accuracy-based peUVpecWiYe.  In oWheU ZoUdV, Ze¶ll be aVVXming WhaW Whe UeqXiUemenWV of 
epistemic rationality are grounded in a concern with being accurate which, in the broadest sense, 
can be thought of as a concern with ³geWWing WhingV UighW´ ± haYing one¶V belief VWaWe in some 
sense match, or approximate, the way the world really is. 

If Ze aVVXme WhaW UaWional agenWV¶ belief VWaWeV aUe UepUeVenWable b\ pUeciVe pUobabiliW\ fXncWionV, 
When WheUe iV a VWUaighWfoUZaUd anVZeU Wo Whe qXeVWion of Zh\ a UaWional agenW Zon¶W Vhift belief 
states arbitrarily. According to the most popular ways of thinking about credal accuracy, an agent 
with a certain probability function will regard any alternative probability function as worse, from 
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the point of view of accuracy, than her own.1 Shifting from one probability function to another 
without new evidence will therefore look like a bad idea from the perspective of an agent who 
wants her belief state to be accurate.  

However, iW¶V plaXVible WhaW in some cases ± perhaps cases in which oXU eYidence iV µincompleWe¶ 
oU µnon-specific¶ ± we lack any precise credence (consider, for example, the proposition that one 
of the authors of this paper is currently wearing a striped shirt). Consideration of such cases has 
led some philosophers to argue that we sometimes adopt and/or ought to adopt attitudes that are 
µimpUeciVe¶ and hence beWWeU represented by a set of credence functions (a µUepUeVenWoU¶) UaWheU 
than a single one (more on how these sets are generated later).2 But once imprecise credal states 
enter the mix, the story about whether accuracy considerations permit arbitrary doxastic shifts 
becomes significantly more complicated.  This story is the topic of our paper.   

To geW cleaUeU aboXW Whe qXeVWion Ze¶ll be addUeVVing, iW Zill be helpfXl to introduce some 
terminology. We¶ll Whink of pUeciVe VWaWeV aV UepUeVenWed b\ eiWheU Vingle cUedence fXncWionV oU, 
when convenient, sets containing a single credence function. Imprecise states are represented by 
sets containing more than one credence function.3 We¶ll Va\ WhaW an agent dilates when she 
moves (without a change in evidence) from a precise state, p, to an imprecise state M that has p 
as a member. We¶ll Va\ WhaW an agenW contracts when she moves (without a change in evidence) 
from an imprecise M to a precise p which is a member of M. 

Our question is the following: 

Question: Are there accuracy-based reasons to avoid dilating? Are there accuracy-based 
reasons to avoid contracting?   

We¶ll be aUgXing foU: 

Answer: There are accuracy-based reasons to avoid dilating, but there are no accuracy-
based reasons to avoid contracting. 

In defending oXU anVZeU Ze¶ll be aVVXming a paUWicXlaU YieZ aboXW ZhaW haYing an impUeciVe 
credal state amounts to.  This view is based on comparativism about subjective probability more 
broadly: the view that we should understand subjective probabilities as representations of facts 
conceUning Whe agenW¶V compaUaWiYe confidence oUdeUing. We¶ll be Whinking of agenWV ZiWh 
imprecise probabilities as those whose comparative confidence ordering is incomplete (more 
details on this picture later). 

HeUe¶V Whe plan: We¶ll fiUVW e[plain why the standard epistemic utility theory framework (EUT) 
permits both dilation and contraction, and Zh\ WhiV UeVXlW iV pUoblemaWic. We¶ll then show that an 
alWeUnaWiYe Wo EUT, Sophie HoUoZiW]¶V edXcaWed-guess framework, forbids dilation. This is a 
poinW in iWV faYoU. HoZeYeU, aV Ze¶ll Vee, like EUT, Whe edXcaWed gXeVV fUameZoUk peUmiWV 

                                                 
1 For a discussion of this feature in the context of epistemic utility theory see Pettigrew (2016).  This feature is also 
pUeVenW in HoUoZiW]¶V (2019) edXcaWed gXeVV fUameZoUk. 
2 Some defenses of imprecise credences include Levi (1985), Jeffrey (1983), Joyce (2005, 2009, 2010), Sturgeon 
(2008), and Kaplan (2009).   
3 We will sometimes abuse terminology and talk as if the state is a set.   
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contraction. We will explain why the permissibility of contraction makes sense, at least from an 
accuracy perspective, and Ze¶ll conclXde b\ diVcXVVing Whe epiVWemological Vignificance of Whe 
aV\mmeWU\ beWZeen dilaWing and conWUacWing WhaW Ze¶Ue defending in WhiV papeU. 

 

2. EUT Permits Dilating 

In recent literature, accuracy considerations have been brought to bear on questions about 
imprecise credences using epistemic utility theory (EUT).4 The central tool in EUT is that of a 
scoring rule, which intuitively measures Whe ³diVWance´ beWZeen one¶V credences and the truth at 
any given possible world. Scoring rules are also interpreted as measures of epistemic value: 
higher credences in truths are better than lower credences in truths, and lower credences in 
falsehoods are better than higher credences in falsehoods. By using an appropriate scoring rule, 
one can give all sorts of interesting decision-theoretic arguments for different rational 
requirements. 

EUT was developed in the context of precise probabilities.  How should it be extended to 
account for imprecise probabilities? 

There are two ways one might measure the accuracy of an imprecise credal state {c1«cn} on 
EUT. First, one might assign an imprecise credal state (at a given world) a number, representing 
its accuracy at that world: leW¶V call WhaW Whe ³nXmeUical appUoach´. Alternatively, one might 
assign an imprecise credal state some non-numerical score, for example a set of numbers: leW¶V 
call WhaW Whe ³non-nXmeUical appUoach´. A natural way to spell out the non-numerical approach 
would be to use the set {A(c1)«A(cn)}, where c1«cn are the precise credence functions in the 
agenW¶V UepUeVenWoU, and A(c1)«A(cn) are the accuracy scores of those precise credence functions 
at a given world.  

In WhiV VecWion Ze¶ll e[plain Zh\ we think both the numerical and non-numerical approaches 
permit dilation, and why we take this to be a problematic result. 

LeW¶V VWaUW ZiWh Whe numerical approach. Results discussed in Mayo-Wilson and Wheeler (2016), 
building on Seidenfeld et al (2012), show that given certain plausible constraints on an accuracy 
measure, for any precise state, p, there is an imprecise state M, such that, in every world, M and p 
are equally accurate.5  This suggests that from an accuracy perspective, if you are in state p, there 
is no reason not to dilate to M.  After all, if you dilate to M \oX¶Ue gXaUanWeed Wo do just as well 

                                                 
4 For a comprehensive overview of EUT, see Pettigrew (2016).  For the implications of of EUT on questions 
concerning imprecise credences see Seidenfeld et al. (2012), Mayo-Wilson and Wheeler (2016), Schoenfield (2017), 
Berger and Das (2020), and Konek (forthcoming). 
5 The three relevant constraints are continuity, extensionality (the accuracy score is a function only of the credal 
VWaWe and Whe pUopoViWion¶V WUXWh YalXe), and admiVVibiliW\ (pUobabiliVWic VWaWeV aUe noW dominaWed).  NoWe WhaW Konek 
(forthcoming) denies admissibility. On the accuracy measures he discusses probabilistic belief states are sometimes 
accuracy dominated. Agents who value accuracy in the way that motivates imprecision thus ought to sometimes 
violate the Principal Principle.  Since, as will become clear, one of our desiderata is to make the accuracy framework 
compaWible ZiWh Whe PUincipal PUinciple, Ze Zill be VeWWing Konek¶V YieZ aVide foU Whe UemaindeU of Whe papeU.  
HoZeYeU, iW iV ZoUWh noWing WhaW Konek¶V YieZ iV one Zhich foUbidV boWh dilaWion and conWUacWion, aW leaVW as long as 
Whe agenW doeVn¶W change heU epiVWemic YalXeV.  
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as you would by staying at p, no matter what the world is like. So Whe nXmeUical appUoach can¶W 
motivate a prohibition on dilating. IW alVo can¶W motivate a prohibition on contraction, for a 
similar reason: for any imprecise VWaWe, WheUe¶V a pUeciVe VWaWe WhaW¶V guaranteed to be equally 
accurate.  

Can the non-numerical approach do better?  We think not.  If accuracy scores are given by non-
numerical objects, like sets, for example, then to figure out whether dilating is permitted, we 
need a more complicated account of how to compare the accuracy of different belief states. 

HeUe¶V one pUopoVal: extending the supervaluationist picture that infuses much of the literature 
on imprecise credences, we could say that the accuracy of A is less than the accuracy of B if and 
only if, for every ai in A and bj in B, the accuracy of ai is less than the accuracy of bj. On such a 
picture, there will never be accuracy-based reason to prefer adopting a precise credence function 
p over an imprecise state M, which contains p, or vice versa. For if M contains p, then there is 
some credence function in M (namely p!) which is no less accurate than p in every world. It 
follows, then, that if you have p, there is no accuracy-based reason to avoid dilating to some M 
that contains p as a member.6 (There is also no reason, if you start off in M, to avoid contracting 
to p.) There are certainly other ways to think about and compare accuracy-scores if accuracy is 
measured non-numerically. But we are doubtful that other ways of measuring can solve the 
present problem; as Schoenfield (2017, ³ImpUeciVion-2´) and Berger and Das (2020, Proposition 
4) show, for any such measure satisfying certain plausible constraints, at least some instances of 
dilating will be permitted.7 

The supervaluationist, non-numerical method leads to especially worrisome consequences 
because of the following feature: on this approach, the accuracy of an imprecise credence is no 
better or worse than the accuracy of any of the precise probability functions it contains. This 
seems to permit believers to jump around between precise credal states willy-nilly. Consider: 

Delia: Delia¶V cUedence WhaW WheUe iV inWelligenW life on oWheU planeWV iV onl\ 0.1. (ThiV iV 
VXppoUWed b\ heU eYidence aV Zell).  BXW Vhe WhinkV: ³iW VXUe ZoXld be fun to believe that 
there was life on oWheU planeWV!´  AlaV, aV Vomebod\ highl\ commiWWed Wo UaWionality and 
accXUac\ Vhe knoZV Vhe can¶W jXVW hop fUom one pUeciVe cUedence Wo anoWheU« But then 
Delia remembers that she has another option: imprecise credences!  Consulting some 
results from epistemic utility theory, Delia decides that there is no accuracy-based reason 
not to adopt [0,1].  So she does.  Then, consulting epistemic utility theory again, she 
decides that there is no accuracy-based reason not to adopt a precise credence.  She 
adopts a precise credence of 0.9 that there is intelligent alien life and enjoys her new 
belief state very much. 

                                                 
6 Does it help to suggest that M and p are incomparable with respect to accuracy?  We think not.  We agree with 
Schoenfield (2017, note 18) and Berger and Das (2020, p.21 section 6) who argue that if one claims that two states 
are incomparable with respect to accuracy in every world, then there can be nothing, accuracy-wise favoring one 
over the other. 
7 The constraints here are just admissibility and extensionality. What Berger and Das show is that if M assigns the 
same set of numbers to every cell of an n-celled partition, and p assigns 1/n to each cell of an n-celled partition, then 
p will be no less accurate than M in every world. It follows from this result that on any non-numerical measure 
satisfying admissibility and extensionality, even if we know, say, that a coin is fair, there will be no reason for 
preferring 0.5 to, for example, [0,1] in the proposition that the coin lands Heads.  Seidenfeld et al (2012) propose a 
non-numerical score that forbids dilating but it does not satisfy the extensionality constraint. See also 29. 
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On the non-nXmeUical appUoach Ze¶Ye been VkeWching, each of WheVe WUanViWionV iV UaWional. But 
iW¶V preposterous to think that one can rationally move from 0.1 to 0.9 without a change in 
evidence, simply by stopping at [0,1] along the way!8 

There is also a more general, unattractive consequence of any theory that permits dilating. That 
is, if dilating is permitted, there can be no requirement to conform to the Principal Principle. If 
we only care about accuracy, and if [0, 1] is no less accurate than 0.5 in every world, how could 
we be required to adopt 0.5 credence that a fair coin will land heads, rather than [0,1]?9 

The Principal Principle is one of the least controversial principles governing the rationality of 
credences, and Delia¶V UeaVoning VeemV like a paUadigmaWic inVWance of iUUaWionaliW\. BXW no 
version of EUT that meets widely accepted plausible constraints on an accuracy measure can 
explain why an agent interested in accuracy would want to maintain the credences recommended 
by the Principal Principle, and some otherwise attractive elaborations of EUT will vindicate 
Delia¶V UeaVoning.  The source of both of these problems is that EUT permits dilation. We take 
these considerations to pose a serious challenge to EUT, and to motivate considering an 
alternative framework for thinking about the accuracy of imprecise credal states. 

In what follows, we will introduce a new way of assessing the accuracy of imprecise credences, 
building on the guessing-based framework for accuracy developed in Horowitz (2019). 
According to this view, credences are accurate or inaccurate in virtue of the all-or-nothing 
µguesses¶ that they license. Using this simple and intuitive framework, Horowitz argues that 
one¶V cUedenceV VhoXld VaWiVf\ Whe a[iomV of pUobabiliW\, giYen Vome YeU\ naWXUal noUmV 
governing educated guesses. Horowitz also derives a version of Immodesty, which is roughly the 
claim that a rational agent should expect her own (precise) credences do better accuracy-wise 
than any other (precise) credences.10  

A major advantage of this approach, over EUT, is that it does not require us to attach accuracy 
values to credences, or to aggregate the values of an agenW¶V cUedences in different propositions. 
In other words, EGT ± unlike EUT ± does not include a scoring rule. Although, like EUT, 
HoUoZiW]¶V fUameZoUk iV baVed on Whe WhoXghW WhaW noUmV of UaWionaliW\ can be e[plained and 
motivated by the aim of accuracy, that aim is not captured by thinking of belief states as a whole 
                                                 
8 The supervaluationist, non-numerical method does not automatically commit one to the consequence that 
WUanViWionV like Delia¶V aUe UaWional: one coXld VXpplemenW Whe Yiew with a diachronic norm that would rule such 
transitions out. We are skeptical that such a norm could be well-motivated but we will not pursue the issue here. 
Thanks to Chris Meacham for pressing us on this point. 
9 See Levinstein (2019) and Schoenfield (2017) for further discussion of this problem. While this point is usually 
described as EUT conflicting with the Principal Principle, some have argued that the Principal Principle should 
simply be understood as an implicit definition of oXU concepW of ³chance´. On WhiV Za\ of XndeUVWanding Whe 
Principal Principle, the conflict is more perspicuously described as EUT entailing that, contrary to our best science, 
there are no precise chances. See Builes and Spencer (MS) for a recent defense of this point of view. 
10 These derivations of Probabilism and Immodesty have important advantages over the standard derivations given 
by EUT. For example, using EUT, one can only derive these consequences given substantive constraints on 
allowable scoring rules. However, some philosophers (e.g. Maher (2002), Gibbard (2008)) disagree with these 
VXbVWanWiYe conVWUainWV.  We¶ll be aVVXming foU Whe UemaindeU of Whe papeU WhaW Whe cUedence fXncWionV in agenWV¶ 
UepUeVenWoUV aUe pUobabiliVWic. HoUoZiW] doeVn¶W diVcXVV impUeciVe cUedences in her paper, but our generalization of 
her framework will apply to both precise and imprecise credences, and will preserve the result that precise credences 
aUe ³VWUicWl\ Velf-Uecommending´: Whe\ UegaUd WhemVelYeV aV VWUicWl\ moUe accXUaWe Whan an\ imprecise credal state as 
well as over any other precise credal state.   
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as scoring better or worse on some accuracy scale. EUT, on the other hand, standardly does work 
with aggregate scores of an agenW¶V enWiUe belief V\VWem. This aspect of the view is what seems to 
jXVWif\ XnVaYoU\ ³WUadeoffV´ beWZeen WUXe and falVe beliefs in different propositions. Some 
epistemologists have rejected EUT for this reason, and have taken this objection to EUT as a 
reason to reject the aim of accuracy altogether. However, if the real problem is aggregation, these 
epistemologists should feel free to embrace accuracy-first epistemology with EGT instead. 
Furthermore, the scoring rules commonly used in EUT build in controversial assumptions that 
some epistemologists deny.11 So avoiding scoring rules carries some significant advantages for 
EGT. In our expansion of EGT, we will preserve these advantages, as well as developing one 
more: its treatment of dilation.  

We¶ll first show how the guessing framework can be generalized to apply to imprecise 
credences. We will then argue that, unlike EUT, the educated guessing theory (hereafter, for 
V\mmeWU\¶V Vake, ³EGT´) can e[plain Whe iUUaWionaliW\ of dilaWion. Finally, we will go on to argue 
that, perhaps surprisingly, there are important differences between dilation and contraction. 
While there are good accuracy-based reasons to avoid dilation, there is no accuracy-based reason 
to avoid contraction. 

 

3. Educated Guessing and Accuracy 

First, some background on EGT: following Horowitz, we assess the accuracy of credences by 
looking at the educated guesses that our credences license. We can think of educated guesses as 
answers to forced choice questions, perhaps given various suppositions. An agent does well with 
respect to a guess if her guess is true, and poorly if her guess is false. (³Well´ and ³pooUl\´ aUe 
not defined in numerical terms, here; using this approach, we are just meant to think of ourselves 
as desiring, for each question we might encounter, that we answer it correctly.) As one might 
imagine, different credal states license different guesses: If an agent is more confident in P than 
Q, for example, and asked to guess either P or Q, then she is licensed to guess P (and not 
licensed to guess Q).12 

Forced choice questions can also be posed under various suppositions. One might be asked: 
Supposing it rains tomorrow, guess between: (A) Ali will bring an umbrella, and (B) Ben will 
wear rain boots. In response to this kind of question, if an agent is more confident of A than B 
conditional on its raining tomorrow, she is licensed to guess A (and not licensed to guess B). If 
she is not more confident of either A or B conditional on its raining tomorrow, she is in a state 
that licenses either guess. 

Since our guesses can be true or false, our credences can get things right or wrong by licensing 
true or false guesses. So, we can understand an agenW¶V cUedenceV as being accurate insofar as the 

                                                 
11 In particular, Maher (2002) and Gibbard (2008) are skeptical of the constraints on scoring rules that standard EUT 
assumes. Berker (2013) develops the problem of epistemic tradeoffs, which educated guessing avoids. See Horowitz 
(2019), section 4.1, for further discussion of the comparison between educated guessing and EUT. 
12 Horowitz (2019) does not give a general definition of the notion of licensing. We will understand it as follows: A 
doxastic state S licenses a guess G so long as it is compatible with maximal rationality that, for the purpose of doing 
well on the relevant guessing question, an agent in state S guesses G.  
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guesses they license are true, and inaccurate insofar as the guesses they license are false. 
(Following Horowitz, we will assess the accuracy of suppositional guesses only if the 
supposition is true; otherwise, their accuracy is undefined.) 

 

4. Educated Guesses for Imprecise Credences 

To use the guessing framework to motivate norms about imprecise credences, we need to first 
give an account of which guesses are licensed when our credences are impUeciVe.  ThaW¶V Whe aim 
of this section.  (Precise credences are easy: if you are asked to guess between various options, 
you are licensed to guess exactly those options in which your credence is highest.) Which 
guesses are licensed if you are in an imprecise doxastic state? To answer that, it will be helpful to 
first step back and ask what an imprecise doxastic state is. All we have said so far is that an 
imprecise doxastic state is one in which it makes sense to ascribe a set of probability functions to 
you ± a representor ± rather than just a single probability function. But what is it about you that 
determines the need for more than one probability function in your representor ± and what 
determines which probability functions are included?  Our view is based on comparativism about 
subjective probability.13  

Comparativism is based on the intuitive thought that while numerical probabilities represent 
belief VWaWeV, WheUe¶V noWhing aboXW our belief states that mandates a unique numerical 
representation.  In oWheU ZoUdV, WheUe¶V noWhing ³0.69-iVh´ aboXW m\ degUee of confidence in P, 
beyond the fact that .69 can serve as an adequate representation of my degree of confidence 
within a particular representational system.  But 69, for example, or 732.6 for that matter, would 
work just as well, provided the system was structured in the right way. In other words, the 
comparativist thinks that what makes it the case that I have a credence of 0.69 in P is really a 
structural fact about how my degree of confidence in P is related to my degrees of confidence in 
other propositions.14  

In this spirit, we hold that the probability fXncWionV in an agenW¶V UepUeVenWoU are all and only the 
ones that are compatible (in the sense defined below) ZiWh Whe agenW¶V compaUaWiYe confidence 
judgments.15 So if, for example, an agent is more confident in P than she is in Q, every 
probability function in her representor will assign greater credence to P than to Q.  If she is more 
confident in P given Q than she is in P given ~Q, every probability function in her representor 
will assign greater conditional credence to (P|Q) than to (P|~Q). We will state the view in its 
most general form in terms of conditional comparative confidence judgments; we understand 
XncondiWional compaUaWiYe confidence jXdgmenWV aV jXVW one¶V condiWional compaUaWiYe 
confidence judgments given the tautology. 

                                                 
13 For alternative explications of what is required for a credence function to belong to a representor, see Joyce 
(2010), Mahtani (2016), Rinard (2017), and Levinstein (2019).   
14 See Zynda (2000) and Steffánson (2017, 2018) for recent defenses of comparativism.  An excellent survey by 
Konek (2019) discusses several versions of comparativism, as well as objections and responses to them. 
15 Schoenfield (forthcoming) endorses this version of comparativism as applied to imprecise probabilities.  See also 
Konek (2019) for discussion of extensions of comparativism to the imprecise case. 
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The Comparative View: A credence function c iV a membeU of an agenW¶V UepUeVenWoU if 
and only if, for all propositions P, Q and R, if the agent is at least as confident in P given 
R as she is in Q given R, then c(P|R) � c(Q|R), and if the agent is more confident in P 
given R than she is in Q given R, then c(P|R) > c(Q|R).   

The Comparative View has the nice result16 that given certain conditions on your comparative 
confidence ordering, there will be exactly one probability function in your representor; in other 
words, you will have precise credences. These conditions are that it satisfies certain intuitive 
a[iomV (like WUanViWiYiW\), WhaW iW iV defined oYeU ³enoXgh´ pUopoViWionV,17 and that it is complete, 
in the sense that for any two propositions, you are always either strictly more confident of one 
than the other, or equally confident in both.  Imprecise agents, on this picture, have incomplete 
comparative confidence orderings, and the set of probability functions that represents them 
corresponds to the set of probability functions derived from all and only completions of the 
ordering.18   

Given this understanding of imprecise doxastic states, we claim that a perfectly rational agent 
ought to guess as follows:19 

                                                 
16 For discussion of this and related results see Fishburn (1986), Luce (1968), Stefánsson (2017, p.578 and 2018, 
p.384-5), and Konek (2019). 
17 This requirement can be satisfied in a number of ways (see Fishburn (1986) and Stefánsson (2017, 2018) for 
deWailed diVcXVVion). WhaW Ze¶ll be aVVXming (folloZing UeVXlWV in SaYage (1954), ciWed b\ FiVhbXUn (1986, p.342), 
and Stefánsson (2018, p.385)) iV WhaW Whe oUdeUing iV ³VXpeUfine´: ZheneYeU Whe agenW iV moUe confidenW in A Whan in 
the null proposition, the set of worlds over which the comparative confidence ordering is defined, can be partitioned 
into propositions B1«Bm, such that the agent is more confident in A than in Bi for all Bi ∈ {B1«Bm}.  This requires 
an infiniWe algebUa of pUopoViWionV. (IW¶V ZoUWh noWing WhaW XniqXeneVV UeVXlWV can be obtained in a finite algebra as 
Zell, WhoXgh Whe aVVXmpWion UeqXiUed in WhaW caVe, ³SXppeV ConWinXiW\´, aV appealed Wo in SWefinVVon (2017) iV alVo a 
strong one). Although some might resist comparativism due to the fact that unique probabilistic representation is 
only obtained when the algebra is sufficiently rich, or structured in a certain way, our goal is not to defend 
comparativism here.  Rather, we are assuming comparativism about probability, thereby taking on the board most of 
the assumptions needed for the relevant representation theorems, but relaxing the completeness assumption to 
account for imprecise probabilities. Our aim is to show how a comparativist picture of imprecise probability 
combined with an educated-guess understanding of accuracy can be used to respond to the dilation problem.  
NoneWheleVV, iW¶V ZoUWh noWing WhaW UeqXiUements like the requirement that the algebra be super-fine are not unique to 
comparativism, but are present in much of the literature on subjective probability.  For example, if instead of 
understanding subjective probabilities in terms of comparative confidence judgments, we understood subjective 
pUobabiliWieV in WeUmV of agenWV¶ beWWing diVpoViWionV, Ze¶d need agenWV beWWing diVpoViWionV Wo be ³VXpeUfine.´ 
AddiWionall\, GibbaUd (2008)¶V defenVe of ImmodeVW\ and LeYinVWein¶V (2019) elaboUaWion of iW dependV on an 
agenW¶V abiliW\ Wo conVideU ³a conWinnXm of beWV´, making diVWincWionV among beWV ZhoVe pa\oXWV diffeU 
infiniWeVimall\. Finall\, WhiV aVVXmpWion iW iV pUeVenW in HoUoZiW] (2019)¶V defenVeV of PUobabiliVm and ImmodeVW\.  
Thanks to anonymous referee for pressing us on this point. 
18 Comparativism about imprecise probability also fits nicely with the fact that one way to motivate the claim that 
impUeciVe pUobabiliWieV aUe needed Wo UepUeVenW agenWV¶ belief VWaWeV iV b\ appeal Wo facWV aboXW agenWV¶ compaUative 
confidence ordering: in particular, that in some cases an agent may be more confident in A+ than in A, but no more 
in confident in A+ than in B, and also no more confident in A than in B.  No single probability function can 
represent this comparative confidence ordering. 
19 Somebod\ Zho adopWV ZhaW Ze¶ll call ³Whe indeWeUminac\ inWeUpUeWaWion´ of impUeciVe cUedenceV (RinaUd (2015), 
Levinstein (2019)) may object to our licensing claims on the following grounds: On the indeterminacy 
interpretation, agents with imprecise credences are agents who have a precise credence function but it is 
indeWeUminaWe Zhich pUeciVe cUedence fXncWion iW iV. The indeWeUminiVW ma\ claim WhaW iW¶V indeWeUminaWe Zhich 
gXeVVeV aUe licenVed b\ an impUeciVe agenW¶V VWaWe becaXVe iW¶V indeWeUminaWe ZhaW Whe agenW¶V (pUeciVe) cUedence 
function is, and different (precise) credence functions license different guesses. The spirit of our view is still 
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Simple Questions: A guess Gi in response to a forced choice question is forbidden if and 
only if there is some other guess Gj such that you are more confident in Gj than Gi. (In 
other words, every member of your representor assigns greater probability to Gj than Gi).  

Suppositional Questions: A guess Gi in response to a forced choice question given a 
supposition S is forbidden if and only if there is some other guess Gj VXch WhaW \oX¶Ue 
more confident in Gj given S than you are in Gi given S. (In other words: every member c 
of your representor is such that c(Gj|S) > c(Gi|S)). 

We will argue only argue for Simple Questions, since the argument in favor of Suppositional 
Questions is exactly analogous. First, consider the UighW Wo lefW diUecWion. SXppoVe \oX¶Ue moUe 
confident in Gj than Gi. In this case, it would always be irrational to guess Gi, given that there is a 
guess you regard as more likely to be true, namely Gj. Therefore, Gi is forbidden. 

Second, consider the left to right direction. Suppose that there is no guess Gj such that you are 
more confident of Gj than of Gi. Then from your own point of view, \oX can¶W e[pecW Wo do beWWeU 
than you would do by guessing Gi. So Gi should be permitted. 

Let us give a few examples to show how this licensing norm works. Suppose your credence in P 
is the interval [.4, .6]. Then, if you are asked to choose between {P, ~P} you will be licensed to 
guess either one (since it is not true of you that P > ~P nor that ~P > P; so, both guesses are 
permitted). Suppose further that your credence in Q is 0.2. Then, in response to the question {P, 
Q}, you will only be licensed to guess P; in response to the question {~P, Q} you will only be 
licensed to guess ~P. Notice that there is no requirement that your guesses be consistent with one 
another ± either in response to a single question (as we saw with {P, ~P} above) or in response to 
distinct questions.20 

With our licensing norm in place, we can prove the following general result: dilating one¶V 
doxastic state will result in strictly more guesses being licensed, and contracting one¶V do[aVWic 
state will result in strictly fewer guesses being licensed. More precisely, for any imprecise state 
M and any probability function p which is a member of M: 

Contracting Preserves Guesses: Every guess licensed by p is also licensed by M. 
                                                                                                                                                             
compatible with (at least the letter of) the claim that an imprecise agent has a precise cUedence fXncWion bXW iW¶V 
indeterminate which it is.  If this is your view, then just think of our licensing norms as saying: If, determinately, 
\oX¶Ue moUe confidenW in P Whan Q, When \oX mXVW gXeVV P oYeU Q. OWheUZiVe, \oX¶Ue licenVed Wo gXeVV P and 
licensed to guess Q. 
20 An example suggested by an anonymous referee brings out this point. Suppose you are given a die that may or 
may not be loaded. You are completely clueless as to whether it is loaded or not, and as to how it is loaded, if it is. 
(Fill in your favorite story as to why you are so clueless.) So your credences about how it will land are maximally 
imprecise. In this situation, plausibly, you would be licensed to guess either way in response to all of the following 
questions: {1, ~1}, {2, ~2}, {3, ~3}, {4, ~4}, {5, ~5}, {6, ~6}. This means that, supposing you really had to answer 
all of WhoVe qXeVWionV in a VeqXence, iW ZoXld be fine foU \oX Wo anVZeU ³1´, When ³2´, When ³3´, and Vo on ± even 
though you are well aware that there is no way all of your guesses, or even any two of them, could be true at the 
same time. But this strikes us as intuitively correct for an agent who really is maximally imprecise: after all, such an 
agenW Ueall\ doeV Vee Whe anVZeU ³1´ aV no beWWeU oU ZoUVe Whan Whe anVZeU ³a1´, and Whe anVZeU ³2´ aV no beWWeU oU 
ZoUVe Whan Whe anVZeU ³a2´, and Vo on. Recall WhaW on WhiV picWXUe Ze aUe XndeUVWanding agenWV aV conVideUing each 
question separately; the educated guess picture deliberately avoids evaluating collections of guesses, in response to 
different questions. 
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Dilating Adds Guesses:  There are some guesses licensed by M that are not licensed by 
p. 

This makes intuitive sense, given the way we are thinking about what imprecise credences are. 
Adding more credence functions to your representor means becoming less opinionated in terms 
of one¶V compaUaWiYe confidence jXdgmenWV. As one becomes more indifferent concerning how 
to compare propositions, one also becomes more indifferent concerning which guesses to make 
when forced to choose between them. As your doxastic state widens, from your own point of 
view, many guesses will seem to be no better or worse than one another.  We provide a proof of 
these two claims in the appendix. 

 

5. Dilation 

We are now ready to argue for our first normative claim:  

Don¶W DilaWe: It is rationally impermissible to dilate. 

Let us suppose that your current doxastic state is p, and you are thinking of moving to an 
imprecise state M, which has p as a member. From your current perspective, yoX¶ll Whink WhiV iV a 
bad move. More precisely, you will think that there is some question WhaW \oX¶Ue moUe likel\ Wo 
get wrong if you move to M, and no qXeVWion WhaW \oX¶Ue moUe likel\ Wo geW UighW.  

Why? First recall that Contraction Preserves Guesses.  This means that, for any question, every 
guess licensed by p is also licensed by M.  But because Dilation Adds Guesses, there is some 
guess, in response to some question, that is licensed by M but not licensed by p.  Call this not-
licensed-by-p guess ³G.´  Since G is not licensed by p, there is some alternative answer to the 
question, G*, that is licensed by p, and which is such that p(G*) > p(G). So if I¶m in p, I will 
think that the only thing that might go differently if I move to M, guessing-wise, is that I might 
make gXeVVeV WhaW I UegaUd aV leVV likel\ Wo be WUXe Whan Whe gXeVVeV I¶d make if I VWa\ed in p. 
SWandaUd µZeak dominance¶ reasoning will therefore tell me that if I care about guessing truly, I 
should stay in p rather than move to M.  

Here is a simple example. Suppose that you have a 0.4 credence that it will rain tomorrow, and 
you are asked to guess between: (A) It will rain tomorrow, and (B) A fair coin will land heads. 
Of course, your epistemic state only licenses guessing (B). You regard (A) as a less accurate 
guess. However, suppose you were to dilate from 0.4 to [0.3, 0.7] on the rain. Then, your 
epistemic state would license a guess of (A). Because you currently consider (A) to be a strictly 
worse guess than (B), you VhoXldn¶W ZanW Wo dilaWe if \oX ZanW Wo be accXUaWe. 

 

6. Contraction 

The second normative claim we will be arguing for is as follows: 

Contraction is Fine: It is rationally permissible to contract. 
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SXppoVe \oX¶Ue in M and considering moving to p.  If iW¶V UaWionall\ impeUmiVVible on accuracy-
based grounds to contract, you must in some sense expect to do better guessing with M than 
guessing with p.  For this to be the case, there must be at least one question Q such that you think 
\oX¶Ue moUe likel\ Wo anVZeU Q correctly using M than using p.  But for you to regard it as more 
likel\ WhaW \oX¶ll anVZeU Q coUUecWl\ XVing M, every credence function in M must be more 
confidenW WhaW \oX¶ll anVZeU Q correctly using M than using p.  Since p is a member of M, it 
follows that p mXVW be moUe confidenW WhaW \oX¶ll anVZeU Q correctly using M than using p.  But 
given the considerations in the previous section, Ze knoZ WhiV iVn¶W Whe caVe: TheUe iV no qXeVWion 
which p WhinkV \oX¶Ue moUe likel\ Wo anVZeU coUUecWl\ XVing M than you are using p. After all, 
from the perspective of p, all M does, if anything, is add guesses which p thinks are less likely to 
be true than those licensed by p. So, \oX don¶W Whink iW¶V moUe likel\ WhaW \oX¶ll answer Q 
correctly using M. So it is permissible to contract. 

As a corollary to Contraction is Fine, we get the result that, unlike precise credences, imprecise 
credences are not strictly self-recommending. In particular, by the argument just given, an 
imprecise doxastic state does not expect itself to be more accurate than any precise state 
contained in it.21 

 

7. The Asymmetry Between Dilation and Contraction 

Our results highlight an asymmetry between dilation and contraction: you should avoid dilating, 
bXW WheUe¶V no UeaVon noW Wo conWUacW.  TheUe aUe WZo inWeUeVWing qXeVWionV one mighW aVk 
concerning the asymmetry: 

Question 1: What explains the asymmetry between dilation and contraction on EGT? 
And why doeVn¶W Whe aV\mmeWU\ beWZeen dilaWion and conWUacWion VhoZ Xp in EUT? 

Question 2: Is this asymmetry acceptable, or unacceptable?  

We¶ll addUeVV each in WXUn: 

Question 1: Explaining the Asymmetry Between Dilating and Contracting 

                                                 
21 The aV\mmeWU\ beWZeen dilaWing and conWUacWing, aV Ze¶Ye fUamed iW, iV an aV\mmeWU\ beWZeen becoming 
imprecise and becoming precise. Before we move on to discuss the implications of this asymmetry, let us address a 
question you may be wondering about: is there a more general result we could prove, covering transitions between 
imprecise states as well? Do the arguments against becoming imprecise also support a ban on becoming more 
imprecise, or widening an already imprecise state? 

These are interesting questions, which deserve more in-depth treatment. We will not pursue them in this 
paper, however, for a few reasons. Comparing different imprecise states to one another introduces all sorts of new 
questions and complications. Depending on how one sets things up, one can quickly run into problems: in particular, 
choosing whether to move from one state to another, when both of these states license multiple guesses based on the 
³opinion´ of mXlWiple pUobabiliW\ fXncWionV, quickly raises tricky questions about judgment aggregation. We believe 
these issues will be better sorted out once we have settled the simpler cases. 



12 
 

 

The asymmetry between dilation and contraction in EGT shows up because EGT is based on the 
notions of licensing and forbidding. There are notable asymmetries between licensing and 
forbidding.  To see this consider the following analogy:  

Plans for Tonight: Picky and his friend Anything-Goes are going to spend an evening 
together.  Anything-Goes will be happy with a wide range of activities: a wild dance-
party, a trek in the jungle, a relaxing hang-out at the library, a nice meal, a not-so-nice 
meal ± it all sounds great to Anything-Goes.  Picky has very discriminating taste.  He 
enjoys eating Cheerios, watching baseball, and not a whole lot else. 

Picky and Anything-Goes should not have symmetrical attitudes towards one another.  
Anything-Goes should have no problem with Picky chooVing Whe eYening¶V acWiYiWieV, bXW Picky 
VhoXldn¶W be happ\ ZiWh An\Whing-Goes being in charge.  After all, who knows what sort of 
nonsense Anything-Goes might choose? 

The asymmetry between dilating and contracting is of the same sort. When \oX¶Ue in an 
impUeciVe VWaWe, \oX¶Ue like An\Whing-Goes: there will often be a number of guesses, in response 
to various questions, which you regard as no better or worse than one another. So you should 
have no problem with cutting down those options by moving to a state that licenses strictly fewer 
gXeVVeV. BXW Zhen \oX¶Ue in a pUeciVe VWaWe, \oX should object to moving to one that is more 
permissive. 

EUT, on the other hand, thinks of accuracy in terms of distance from the truth.  It is unsurprising 
that an accuracy measure based on distance will not rule out either dilating or contracting. To see 
why consider the following silly analogy: 

Dark Room: YoX¶Ue VWanding in a daUk Uoom. YoXU onl\ goal iV Wo be cloVeU Wo Whe dooU, 
Zhich iV eiWheU on Whe Zall Wo Whe lefW of \oX oU Wo Whe UighW of \oX, bXW \oX don¶W knoZ 
Zhich. YoX¶Ue giYen Whe opWion of (painleVVl\) making \oXU bod\ ZideU, keeping your 
body at its current size, or making your body narrower. 

Is there any reason to become wider or narrower? Is there any reason to stay the same size? If 
\oX onl\ ZanW Wo be cloVeU Wo Whe dooU, iW¶V haUd Wo Vee Zh\ \oX¶d pUefeU an\ of WheVe opWionV 
over any other. If \oX¶Ue ZideU, When no maWWeU Zhich Vide Whe dooU iV on, Vome paUWV of \oX Zill 
be cloVeU and oWheUV Zill be faUWheU aZa\. If \oX¶Ue naUUoZeU, Vome paUWV of \oX Zill be less far 
from the door than they would have been had you been wider, but other parts will be less close 
Whan Whe\ ZoXld haYe been. TheUe¶V no cleaU VenVe in Zhich \oX VhoXld e[pecW Wo do beWWeU, 
relative to your goals, by either widening or narrowing. Similarly, theUe¶V no cleaU VenVe in Zhich 
you should expect to do better relative to your accuracy goals, as understood by EUT, by dilating 
or contracting.  This is an analogy, not an argument (for the arguments see our discussion earlier 
in the paper), but we hope it gives you a feel for why a distance-based notion of accuracy might 
struggle to motivate general prohibitions against dilating and contracting. 

It makes sense, then, that one framework sees an asymmetry where the other does not. The 
explanation flows from the underlying notions which each framework uses to understand 
accuracy: licensing and forbidding on the one hand and distance on the other. 

Question 2: Evaluating the Permissibility of Contracting 
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LeW¶V WXUn noZ Wo aVVeVVing WheVe UeVXlWV. AV Ze¶Ye Veen, neither EUT nor EGT can rule out 
contracting in general. Furthermore, EGT and the non-numerical approach to EUT we sketched 
earlier permit contraction to any member of the representor. Is this an undesirable result? 

We will start with some potentially good news.  Contraction of certain sorts may be helpful in 
alleviating some skeptical concerns.  For example: SXppoVe \oX¶Ue a ³VXpeUbab\´, enWeUing Whe 
world for the first time with no empirical information. Arguably, in such a state you are not 
justified in being confident that the world is any particular way: that the world is law-like, that 
ceUWain pUedicaWeV UaWheU Whan oWheUV Zill pUojecW, WhaW one¶V peUcepWion Zill be Ueliable, and Vo 
forth. Does this doom you to lifelong skepticism? An advocate of contraction might say no. For 
suppose the rational ur-priors are imprecise. Then \oX needn¶W Uemain VkepWical. If contraction to 
any member of the representor is rationally permissible, it is perfectly fine to start off with an 
imprecise credence in the proposition that, say, perception is reliable, and then move to some 
precise high-iVh cUedence WhaW peUcepWion iV Ueliable, eYen if \oX¶Ye been giYen no eYidence in 
support of this conclusion! Once you start out with a bit of an anti-skeptical edge, then, 
depending, on how the rest of your experiences go, you might end up with quite ordinary 
common-sensical opinions.22 (Of course, it is also possible ± and rational on this view ± that the 
reverse might happen instead.) 

But despite the potential anti-skeptical goodies, we imagine that many people will find the idea 
that contraction is rational to be highly unintuitive. One way to bring out the potentially 
problematic nature of contraction is to think about its potential practical consequences.23  
Consider: 

Three Restaurants: You have a choice of going to restaurant A, B or C.  You know that 
one of restaurants A and B is amazing, and one is terrible, bXW XnfoUWXnaWel\ \oX don¶W 
knoZ Zhich.  YoX¶Ue ceUWain hoZeYeU WhaW UeVWaXUanW C iV YeU\ good. 

 
Suppose you have no idea which of A or B is the amazing restaurant and that your attitude is 
represented by an imprecise credence [a,b].  Someone mighW ZoUU\ aV folloZV: ³Contraction is 
Fine says you can move from [a,b] to b, which might rationalize going to one of the risky 
restauranWV.  BXW WhaW¶V a bad idea. Surely in this situation the only acceptable choice is to go to 
Restaurant C.´ This worry suggests that allowing contraction could be practically problematic. 
 
Which judgments will seem appropriate in this case will depend on all three of the following: the 
values of a and b, the relative values of the restaurants, and your decision theory.  In our view, 
however, in any case in which contraction from M to p will be permitted, and it makes sense to 
go to one of the risky restaurants given p, it will already have made sense to go to the risky 
restaurant before contraction, when you are in M. On the other hand, if post-contraction it is not 
worth the risk to go to restaurant A or B, then it was not worth the risk pre-contraction either. 
These verdicts are delivered by supervaluationist decision theories according to which an act is 
forbidden if and only if it is forbidden from the point of view of every member of your 

                                                 
22 For a similar way of motivating a non-skeptical response to certain higher order evidence cases, see Schoenfield 
(forthcoming).  
23 ThankV Wo JXlia SWaffel foU pUeVVing WhiV poinW.  The caVe beloZ caVe iV a leVV moUbid YeUVion of Whe famoXV ³mineUV 
pX]]le´ fiUVW pXbliVhed b\ Kolodn\ and McFaUlane (2010). 
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representor. On this type of view, contraction will not permit any action that was not previously 
permitted.24 
 
Of course, you may well disagree with out judgments.  You may think that in certain cases, an 
agent in M will not be rationally permitted to take risks like going to Restaurant A, whereas an 
agent in p will be so permitted. To deliver that verdict, you will need to adopt an ambiguity-
averse decision theory. We think there are good independent reasons to reject ambiguity-averse 
decision theories, bXW Ze Zon¶W WU\ Wo defend WhaW claim heUe.25 Instead, leW¶V Whink aboXW ZhaW the 
anti-contraction argument looks like, for someone who adopts an ambiguity-averse decision 
theory. We have argued that there are no accuracy-based reasons not to contract. The ambiguity-
averse decision theorist should agree with us on this count. What she thinks is something like 
WhiV: ³if I conWUacW, I Zon¶W be an\ leVV accXUaWe Whan I am noZ. BXW I Zill be in a VWaWe WhaW 
peUmiWV acWionV WhaW, UighW noZ, look pUeWW\ bad Wo me. BeWWeU noW do WhaW!´  
 
If we use an ambiguity-averse decision theory to avoid contraction, then we will have to separate 
the accuracy of \oXU cUedenceV fUom WheiU ³gXidance YalXe´ ± UoXghl\, hoZ Zell Whe\¶ll do aW 
getting you what you want.26 ThiV iVn¶W Whe ZoUVW UeVXlW. Since neiWheU EGT noU EUT Va\V WhaW 
accuracy considerations require conWUacWion, iW¶V noW aV WhoXgh VepaUaWing gXidance YalXe fUom 
accuracy will lead you to some sort of uncomfortable dilemma. But it is a nice feature of the 
accuracy frameworks on offer (both EUT and EGT combined with traditional or 
supervaluationist decision theory) that accuracy and guidance value go together ± that what 
makes sense to believe for accuracy-based reasons also makes sense for guiding our actions.  
 
Are there ways to rule out contraction, without separating accuracy and guidance value? One 
natural thought is that we could do this by amending the guessing framework, so that instead of 
only considering forced-choice scenarios, we also allowed the possibility of abstention. What if, 
in response to some questions, your doxastic state did not permit any guesses?27 This might free 
up some space for prohibiting contraction, and for accepting ambiguity-averse verdicts in cases 
like Three Restaurants, without separating epistemic and practical concerns. We will turn to 
examining that possibility ± and more generally, the prospects for accuracy-based arguments 
against contraction ± in the final section. 
 
 
 

                                                 
24 Making the case a bit more realistic might help. For one, noWice WhaW in an\ UealiVWic caVe ZheUe \oX ³haYe no idea´ 
ZheWheU A oU B iV beVW, iW¶V mXch moUe likel\ WhaW \oX¶Ue UepUeVenWable b\ VomeWhing like [0.4, 0.6] Whan b\ [0, 1]. 
(In [0, 1], not only do you lack a comparative confidence judgment between A is best and B is best. You also lack a 
comparative confidence judgment between A is best and 2+2=4!) So suppose your credence in the proposition that 
A is best is [0.4, 0.6], and you contract to 0.6. Is the amazingness of the good restaurant worth the risk of the terrible 
UeVWaXUanW, if \oX¶Ue onl\ .6 confidenW of Zhich iV Zhich? Ma\be noW. BXW in WhaW caVe Whe pUoblem Ze aUe ZoUU\ing 
about does not arise. Maybe yes, it is worth it ± but in that case, the amazing restaurant must be really amazing, the 
terrible restaurant not that bad, and so on; filling in the details would also make it more plausible that even in [0.4, 
0.6], taking a gamble on Restaurant A is a sensible thing to do. 
25 But see Schoenfield (MS) and Al Najjar and Weinstein (2009). 
26 See Gibbard (2008) for a discussion of accuracy and guidance value, and the suggestion that they may come apart. 
27 Thanks to Alejandro Pérez Carballo for proposing this in conversation. 
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8. The Prospects For Accuracy-Based Arguments Against Contraction 

FiUVW Ze¶ll e[plain Zh\ Ze don¶W Whink adding abVWenWion as an option to the guessing framework 
will do the trick. Then Ze¶ll geVWXUe WoZaUdV Vome moUe geneUal UeaVonV Zh\ iW¶V challenging Wo 
find accuracy-based arguments against contraction. 

The problem with allowing abstention is that, if we do, we lose the result that precise credences 
are self-recommending. To put it another way: we lose the result that your guesses elicit your 
credences or your comparative confidence judgments, the way the Brier Score was designed to 
eliciW ZeaWheU foUecaVWeU¶s subjective probabilities. This is because, with abstention as an option, 
there will be cases where many different belief states, defined over the same algebra of 
propositions, deliver exactly the same guesses. 
 
Here is an intuitive argument for why this is true. The main idea behind EGT is that your goal, in 
guessing, is to make true guesses and avoid making false ones. If we only consider forced 
choices, then when faced with two very improbable options, it makes sense for you to guess in 
favor of the option in which you have higher credence. So, your guesses will always elicit your 
comparative confidence judgments. But when we allow abstention ± if the choice is not forced ± 
then there will be many qXeVWionV Zhich don¶W eliciW \oXU comparative confidence judgments. For 
example, suppose you are asked to guess between: 
 
 S: It will snow in New York in September. 
 J: It will snow in New York in July. 
 
If \oX haYe pUeciVe cUedenceV in S and J, iW¶V Vafe Wo aVVXme WhaW \oXU cUedence in S iV higheU 
than your credence in J. So in a forced choice between S and J, you will guess S. But if 
abstention is an option, and WheUe¶V diVYalXe Wo gXeVVing falVel\, \oX may well abstain ± after all, 
both S and J are almost certainly false. So the difference between your credence in S and your 
cUedence in J Zon¶W VhoZ Xp in \oXU gXeVVeV: \oXU gXeVVeV Zon¶W eliciW \oXU cUedenceV. This also 
meanV WhaW \oX Zon¶W regard your own credences as the best for the purposes of guessing truly. 
This is because if the disvalue of guessing falsely is non-zero, there will be some number c such 
that, if you have credence less than c in P, you will not want to guess P, no matter what P is 
being compared with; it will always look better to abstain.  So you Zon¶W haYe an\ accXUac\-
based reason to stick with your current credences, rather than adopting new ones, which swap 
out your credence in P for some other sub-c value.28  This means that adding abstention is an 
opWion haV Whe UeVXlW WhaW pUeciVe cUedenceV don¶W eYen Uecommend WhemVelYeV oYeU alWeUnaWiYe 
precise credences. 
                                                 
28 Are there other accuracy-based reasons not to make the switch ± for example, because doing so would make you 
violate the probability calculus? Maybe some argument like this is available, especially if we can appeal to 
arguments from EUT as well as EGT. But in general it seems that adding the option to abstain will significantly 
Zeaken EGT. To Wake anoWheU e[ample: if Ze moYe aZa\ fUom foUced choiceV and alloZ abVWenWion, HoUoZiW]¶V 
(2019) argument for probabilism will not go through either. Part of that argument, for Boundedness, appeals to 
scenarios in which an agent is asked to choose between guessing the anti-tautology and guessing in favor of some 
other very improbable, contingent proposition like J, and relies on the thought that, in such situations, one should 
never guess in favor of the anti-tautology. But if the option to abstain is available, it seems that the most one could 
VhoZ heUe iV WhaW one¶V cUedence in Whe anWi-tautology should be less than c. We would not be able to rule out the 
poVVibiliW\ WhaW one¶V cUedence in Whe anWi-tautology is greater Whan one¶V cUedence in J, Zhich ZoXld YiolaWe 
Boundedness.  
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It seems then that adding abstention as an option to the guessing framework is a bad idea.  Still, 
iW¶V inWeUeVWing to think about whether there is some plausible way of thinking about accuracy 
that yields the result that all probabilistic states ± both precise and imprecise ± are self-
recommending.29  While we have no general argument that this can¶W be done, Ze¶ll conclXde 
with some admittedly hand-wavy suggestions as to why such a project might be difficult. 
 
In general, belief states are self-recommending because they involve a commitment; Whe\ ³take a 
stand´. In the case of binary belief, iW¶V cleaU Zhy belief in P recommends itself from the point of 
view of accuracy. To believe P just is to believe that P is true, which means that if you want a 
WUXe belief, and \oX belieYe P, \oX¶ll think believing P is a good idea.  We can also think of 
precise credal states as taking a stand.  On the comparative picture, Whe\¶Ue VWaWeV that are 
committed to regarding certain propositions as more likely than others. On other pictures they 
may be states that are committed to regarding certain bets as preferable to others. Insofar as one 
is taking a stand, or making a commitment, that stand or commitment will naturally rule out 
competing commitments, just as an inWenWion Wo ࢥ rules out intentions to act in ways that are 
incompatible with ࢥ-ing. But in general, while commitments rule out other commitments, a lack 
of commiWmenW doeVn¶W obYioXVl\ UXle oXW an\Whing aW all. (Compare: lack of intention regarding 
ZheWheU Wo ࢥ doeVn¶W UXle oXW ࢥ-ing.) The more we think of imprecise credal states as states in 
which certain commitments are lacking, as the comparative confidence picture does, the harder it 
will be to motivate the idea that imprecise states recommends themselves over their precise 
members. 
 
So to rule out contraction, it might be better to think of imprecise credal states as expressing 
some form of commitment that rules out adopting their members. The practical motivation for 
imprecision we discussed in the previous section is an excellent example of this strategy: on 
ambiguity-averse decision theories, being in [0,1] involves certain practical commitments that 
being at 0.5 (or any other precise state) doeV noW haYe. ThaW¶V Zh\, on WheVe WheoUieV, if \oX¶Ue aW 
[0,1] you will have practical reasons to stay there.  An alternative approach might involve 
thinking of a state like [0,1] as expressing some form of evidential commitment - perhaps a 
commitment to the effect that the evidence available is deficient in certain respects. But iW¶V not 
clear what sort of commitment is expressed by [0,1] that will rule out 0.5 on accuracy grounds.30   
 

                                                 
29 The two-tier lexicographic scoring rule in Seidenfeld et al. has this feature but it violates some of the constraints 
alluded to earlier ± in particular, it violates the extensionality constraint (see Pettigrew (2016), Schoenfield (2017) 
and Berger and Das (2020) for a discussion of this constraint). To illustrate, it has the feature that a credence 
function which just assigns a 0.5 credence to each of Heads and Tails can be more accurate in Heads worlds than in 
Tails worlds. 
30 One way to go would be to think of the preference to remain imprecise as stemming primarily from certain 
feaWXUeV of an agenW¶V epiVWemic values UaWheU Whan jXVW heU do[aVWic commiWmenWV (oU lack WheUeof).  ThiV iV Konek¶V 
(forthcoming) strategy.  He proposes rules that will motivate a preference to stay imprecise based on the idea that 
agents might prioritize having representors that contain accurate credence functions over having representors that 
don¶t contain inaccurate credence functions.  But once the preference for staying imprecise comes from having 
values that favor imprecision in this way, the problem will be explaining why we should ever be precise.  And 
indeed Whe YeUVionV of Konek¶V fUameZoUk WhaW faYoU impUeciVion don¶W alloZ foU pUeciVion, and Vo pUeciVe VWaWeV aUe 
no longer self-Uecommending.  (ThiV iV Zh\ Konek¶V pUopoVal doeVn¶W VaWiVf\ Whe conVWUainWV appealed Wo in Whe 
results discussed earlier). 
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The considerations above are not of course a formal argument. Mathematics is full of complex 
structures and wiley tricks. We have no argument against the possibility of developing a new 
framework for thinking about accuracy which rules out both dilation and contraction,31 but 
philosophical reflection on the nature of imprecise states, we think, supports exactly the results 
delivered by the educated guess framework: the commitments involved in having precise 
credences result in a commitment to remain precise, but the lack of commitment involved in 
having imprecise credences doeVn¶W ground a commitment to remain imprecise.32 
 

Appendix 

Here are the two claims we will prove. For any imprecise state M, and any precise state p which 
is a member of M: 

Contracting Preserves Guesses: Every guess licensed by p is also licensed by M. 

Dilating Adds Guesses:  There are some guesses licensed by M that are not licensed by 
p. 

First we will prove that Contraction Preserves Guesses. Consider any arbitrary question Q, and 
suppose that p licenses guessing G in response to Q. Does M license guessing G? Yes. For 
suppose M did not license guessing G. This would mean that every credence function in M must 
assign lower credence to G (conditional on any suppositions, if relevant) than to some alternative 
gXeVV, G¶. Since p is in M, this would mean that p must assign lower credence to G (conditional 
on any suppositions) than to G¶. But then p would not license guessing G in response to Q. This 
contradicts our supposition that p licenses guessing G. Therefore, if p licenses guessing G in 
response to Q, M does too. 

On to Dilating Adds Guesses. The form of our argument is as follows: 

(1) An agent in p has a comparative confidence judgment that an agent in M lacks.  
(2) If an agent in p has a comparative confidence judgment that an agent in M lacks, then 

there is some guess that is licensed by M and not licensed by p. 

LeW¶V VWaUW ZiWh PUemiVe 1, Zhich Ze¶ll defend XVing Whe compaUaWiYiVW picWXUe of impUeciVe 
credences that we favor. Since M is an imprecise state, there is at least one pair of propositions in 
the algebra, such that M lacks a comparative confidence judgment between them. Since p is 
precise, p has a comparative confidence judgment for any pair of propositions in the algebra.  It 
follows that p has a comparative confidence judgment that M lacks. Suppose that the 

                                                 
31 ThoXgh aV Whe UeVXlWV diVcXVVed in eaUlieU VecWionV VhoZ, Ze do belieYe WhaW WhiV can¶W be done in a plaXVible Za\ 
by assigning belief states accuracy scores as is done in EUT. 
32 For helpful comments, suggestions, and questions, we are grateful to Zach Barnett, Jason Konek, Chris Meacham, 
Alejandro Pérez Carballo, Richard Pettigrew, Susanna Siegel, Julia Staffel, and audiences at Ohio State University, 
the National University of Singapore, the Harvard Bounded Rationality Workshop, The Vagueness, Parity and Non-
Conventional Comparative Relations Conference at the Institute for Future Studies and The International 
Conference for Philosophy of Science and Formal Methods for Philosophy at the University of Gdansk. 
We would also like to thank two anonymous referees, for their helpful and extensive comments.  
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comparative confidence judgment that p has and M lacks is between A and B. Then, the 
comparative confidence judgment will be one of the following: A = B, A > B, or A < B.  

On to Premise 2: We will show that whatever that judgment is, M will license some guesses 
which p does not. 

LeW¶V suppose first that p is strictly more confident in A than B, but M is not. Then p will forbid 
guessing B in a choice between A and B, but M will license guessing B (as well as A) when 
faced with such a choice. So if p is more confident of A than B, M will license a guess that p 
does not license. (A parallel argument goes through if p is strictly less confident of A than B, but 
M is not.) 

Now suppose that p is equally confident in A and B, but M is not. In this case, p and M will both 
license the same guesses in response to the question {A, B}. However, we will show that in this 
scenario, there is a different question, in response to which M will license strictly more guesses 
than p. 

Since M is not equally confident in A and B, there is some credence function p* ∈ M doeVn¶W 
assign equal credence to A and to B.  Let p(A) = p(B) = r.  Now let p* be some credence 
function in M that is not p. Without loss of generality assume p*(B) > p*(A).  

Case 1: p*(A) � r 
Since p*(B) > p*(A), it follows that p*(B) > r.  Let r+ࣅ be a nXmbeU such that 
p*(B) > U+ࣅ > p*(A). 
 
NoZ conVideU Whe qXeVWion: ^B, an U+ࣅ-weighted-coin lands Heads}. 

p Zill be moUe confidenW WhaW Whe U+ࣅ-weighted-coin lands Heads. 
p* will be more confident that B. 

 
So there is a guess licensed by p* (namely B) that is not licensed by p.  Since any 
guess licensed by p* is licensed by M, we have a guess that is licensed by M but 
not licensed by p. 

 
Case 2: p*(A) < r  

Let r-ࣅ be a nXmbeU such that p*(A) < r-ࣅ < U. 
Now consider the question: {A, an r-ࣅ-weighted-coin lands Heads}. 

p will be more confident that A. 
p* will be more confident that the r-ࣅ-weighted-coin lands Heads. 

So there is a guess licensed by p* (namely an r-ࣅ-weighted-coin lands Heads) that 
is not licensed by p.  Since any guess licensed by p* is licensed by M, we have a 
guess that is licensed by M but not licensed by p. 

 
Since either p*(A) > r or r > p*(A), it follows that there is some guess that is licensed by M but 
not licensed by p. 

It follows that Dilating Adds Guesses: for any imprecise state M and precise state p that is in 
M¶V UepUeVenWoU, WheUe aUe Vome gXeVVeV licenVed b\ M that are not licensed by p. 
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